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ABSTRACT 
 

The prosperity of technology worldwide has made the concerns of security tend to increase rapidly. 
The enormous usage of Internetworking has raised the need of protecting systems as well as 
networks from the unauthorized access or intrusion. An intrusion is an activity of breaking into the 
system by compromising the security policies, and the process of analyzing the network data for 
the possible intrusions is Intrusion Detection. For the last two decades automatic intrusion detection 
system has been an important research topic. Up to the moment, researchers have developed 
Intrusion Detection Systems (IDS) capable of detecting attacks in several available environments. 
A boundlessness of methods for misuse detection as well as anomaly detection has been applied, 
most popular of the all is using machine learning techniques. In this work a survey of various 
research efforts spared towards the development of intrusion detection systems based on machine 
learning techniques in given. The surveyed works are presented in easy to understand tabular 
forms and for each work; technique employed, dataset used and the parameters evaluated are 
mentioned. Current achievements and limitations in developing intrusion detection system by 
machine learning and future directions for research are also given. 
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1. INTRODUCTION 
 

Being an essential part of daily life and an 
essential tool today, Internet aids people in 
diverse areas like business, education, 
entertainment etc. For the business operations 
both business and customers apply the Internet 
applications for business activities [1]. But with 
the popularity of Internet comes the risk of 
network attacks or intrusions and the need to 
secure network against such attacks. Intrusion, 
an attack on the confidentiality, availability, and 
integrity is a series of activities aiming at 
compromising the security of a computer network 
system [2] taking many forms: external attacks, 
internal misuses, network-based attacks, 
information gathering, Denial of Service, and so 
on [3]. No system can be made perfectly secure 
because of financial and complexity constraints, 
hence the hacker will eventually find a way to 
break into our system, to analyze the network 
data for the possible intrusions (attacks) an IDS 
has become the essential component of 
computer security to supplement existing 
defenses. Conventional intrusion prevention 
strategies like access control schemes, firewall 
or encryption methods have failed to prove 
themselves to effectively protect networks and 
systems from increasingly sophisticated attacks 
and malwares. The Intrusion Detection System 
(IDS) have become the proper salvage and have 
become crucial component of any security 
infrastructure to detect the threats before they 
cause widespread damage. An IDS is hardware, 
software, policy or their combination responsible 
for uncovering the possible intrusions from the 
network audit data. What makes IDS different 
from intrusion prevention system (IPS) is that IPS 
is proactive in nature and tries to prevent an 
intrusion to occur in network whereas IDS is 
reactive in nature and works on assumption that 
no matter how secure a network is intrusions are 
bound to take place and it tries to uncover if 
there were really any.  
 

An attacker follows a well-defined ordered series 
of steps to break into the system and starts with 
gathering information about the system like the 
protocol used and the systems available on the 
network. Once the list of the systems on the 
network is available, the attacker starts to probe 
each of the system to list out various 
vulnerabilities in the system, applications running 
and the ports open. After the vulnerability is 
pointed out and the target system is marked the 
attacker tries to gain the initial access to the 
target system by performing Remote and Local 
(R2L) attack. Once the hacker gains a user 

access on the system, he tries to escalate the 
privilege he has on the system by performing 
User to Root (U2R) attacks. After getting the 
super user privilege on the system the attacker 
carries out the attack by stealing or modifies 
confidential or valuable information, modifying 
web pages, or implanting a backdoor as a 
stepping stone for future attack purpose, etc. 
Once a target is compromised, the attacker can 
do anything he wishes at this stage. 
 
To counter the problem of network attacks a lot 
of devices have been developed over the last 
few decades some proactive and some reactive 
in nature. IDS can be classified as either host 
based or the network by their defensive scope 
[4]. Host based IDS captures and analyzes the 
data on the attacked system itself where the 
network detection captures and inspects the 
packets at the network gateway before the attack 
can reach to the end system [5]. Network based 
IDS is installed as the second line of defense 
behind the firewall to protect the LAN. It is aimed 
at detecting the intrusions caused by multiple 
hosts. Whereas the host bases system needs to 
be installed on every machine which makes them 
efficient for detecting U2R and R2L attacks but at 
high operation and maintenance cost [6,7]. Both 
host based and the network have different 
monitoring domain and both of them detect 
different attacks effectively.  
 
The rest of the paper is structured as follows: 
Section 2 gives an overview of the detection 
techniques employed in IDS. In section 3 various 
supervised and unsupervised machine learning 
techniques used in the surveyed works for IDS 
are discussed. Feature selection techniques are 
discussed in section 4. Dataset and the tools 
available are discussed in sections 5. Section 6 
discusses about the performance parameters 
used to check the effectiveness of the works 
surveyed. Various problems pertaining to current 
IDS and their possible solutions as well as the 
future research directions have been discussed 
in section 7. In section 8 works in IDS for 
machine learning have been given in tables. 
Finally section 9 concludes this paper. 
 

2. DETECTION TECHNIQUES 
 
An intrusion detection system (IDS) rounds 
around the assumption that user behavior is 
observable and normal user behavior is different 
from intrusive behavior [8]. At the heart of 
intrusion detection lies the ability to distinguish 
acceptable, normal system behavior from              
that which is abnormal (possibly indicating 
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unauthorized activities) or actively harmful [9]. 
Two approaches to this problem can be 
distinguished, with some IDS implementing a 
combination of both approaches. 
 

2.1 Anomaly Detection 
 
An anomaly detection model attempts to model 
normal behavior. This technique observes the 
user behavior over the period of time and builds 
the model that closely represents user’s 
legitimate (normal) behavior. Events which are 
very different from this model are considered to 
be suspicious. For example, a normally passive 
public web server attempting to open 
connections to a large number of addresses may 
be indicative of a worm infection. Anomaly 
detection raises alert for any activity that doesn’t 
look like normal which makes it suitable for 
detection of zero day attacks. The problem with 
anomaly detection model is how to define a 
model for normal behavior and how to handle 
evolving normal user behavior. The return of high 
false positive is another disadvantage of the 
anomaly detection system. This is the result of its 
inability to change and adapt over time [10]. 
  

2.2 Misuse Detection 
 

A misuse detection model attempts to model 
abnormal behavior, and compares the network 
traffic against a signature base of known attacks 
[11] any match of which clearly indicates system 
abuse.  For example, an HTTP request referring 
to the cmd.exe file may indicate an attack. A 
misuse detection technique has reduced false 
alarms compared to anomaly detection. 
 

Misuse and anomaly detection techniques differ 
from each other in a way that anomaly detection 
uses the model of the normal data to detect the 
anomalous activities whereas misuse detection 
model uses signatures of some well-known 
attacks and looks for their occurrence in the 
network data. The advantage of misuse detection 
over anomaly detection is higher accuracy and 
lesser false alarms for the known attacks. The 
problems with misuse detection models is how to 
represent the signatures of all possible attacks 
and how to write signatures that are very 
different from the normal data pattern. Other 
problem implicit to the misuse detection model is 
how to update the signature base when newer 
attacks appear on the scene.  
 

2.3 Hybrid Approach 
 

Usually signature and anomaly detection are 
employed together so that they complement 

each other. This fusion of signature and anomaly 
detection techniques leads to hybrid approach. 
This hybrid approach has the combined positives 
of both the techniques. Survey shows that hybrid 
technique work better than either of the two 
techniques. The problem with hybrid approach is 
the added complexity to lay down the two 
approaches together to form a complex system, 
the order in which the two should process the 
data.  
 

3. MACHINE LEARNING 
 

Machine learning is a subfield of computer 
science that evolved from the study of pattern 
recognition and computational learning theory in 
artificial intelligence. It explores the construction 
and study of algorithms that can learn from, and 
make predictions on data [12]. Such algorithms 
operate by building a model from example inputs 
in order to make data-driven predictions or 
decisions, rather than following strictly static 
program instructions. Intrusion detection model is 
a multinomial classifier problem that can classify 
network events as normal or attack events, such 
as Denial of Service (DOS), Probe, U2R, and 
R2L. 
 

The three prerequisites for Machine Learning are 
 

• Data should be present. 
• There should be some pattern in data. 
• No simple mathematical model for data. 

 

Machine learning techniques are broadly 
classified as supervised or unsupervised 
depending on the presence and absence of the 
labeled data, and what actually we are trying to 
predict from the Dataset. 
 

Fig. 1 given below is the pictorial representation 
of the possible approaches that have been taken 
to design IDS in last two and an half decade. In 
the next section we give a brief introduction 
about each of the machine learning technique. 
 

3.1 Supervised Machine Learning 
Techniques 

 

Supervised machine learning is the search for 
algorithms that reason from externally supplied 
instances to produce general hypothesis, which 
then make predictions about future instances. In 
other words, the goal of supervised learning is to 
build a concise model of the distribution of class 
labels in terms of predictor features. The 
resulting classifier is then used to assign class 
labels to the testing instances where the values 
of the predictor features are known, but the value 
of the class label is unknown. 



 
Fig. 1. Mac

 
3.1.1 Decision trees 
 
Decision trees are trees that classify instances 
by sorting them based on feature values. Each 
node in a decision tree represents a feature in an 
instance to be classified, and each branch 
represents a value that the node c
Instances are classified starting at the root node 
and sorted based on their feature values. The 
construction of optimal decision tree is a NP hard 
problem and few heuristic approaches have been 
put forward. At each level of the decision tree a
feature that best divides the tree into subclasses 
is selected by a variety of ways based on 
Entropy or Information gain. The division of the 
tree continues as long as any of the following 
condition is not met. 
 

• All instances in the training set belong to
single class. 

• The maximum tree depth has been 
reached. 

• The best splitting criteria is not greater 
than a certain threshold. 

 

The selection of the best attribute node is based 
on the gain ratio GainRatio(S, A) where S
of records and A, a non-categorical attribute. 
This gain defines the expected reduction in 
entropy due to sorting on A. It is calculated as 
the following 
 ������, �	 
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In general, if we are given a probability 
distribution P = (p1, p2 ……pn
information conveyed by this distribution called 
the Entropy of P is 

Hamid et al.; BJAST, 15(3): 1-22, 2016; Article no.

 
4 
 

Fig. 1. Machine learning techniques 

Decision trees are trees that classify instances 
by sorting them based on feature values. Each 
node in a decision tree represents a feature in an 
instance to be classified, and each branch 
represents a value that the node can assume.  
Instances are classified starting at the root node 
and sorted based on their feature values. The 
construction of optimal decision tree is a NP hard 
problem and few heuristic approaches have been 
put forward. At each level of the decision tree a 
feature that best divides the tree into subclasses 
is selected by a variety of ways based on 
Entropy or Information gain. The division of the 
tree continues as long as any of the following 

All instances in the training set belong to a 

The maximum tree depth has been 

The best splitting criteria is not greater 

The selection of the best attribute node is based 
) where S is a set 

egorical attribute. 
This gain defines the expected reduction in 
entropy due to sorting on A. It is calculated as 
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In general, if we are given a probability 
pn) then the 

information conveyed by this distribution called 
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If we consider only Gain(S; A) then an attribute 
with many values will be automatically selected. 
One solution is to use GainRatio instead
 ����(������, �	 
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where Si is a subset of S for which 
vi. 
 
3.1.2 Neural networks 
 
Neural Networks is a programming paradigm that 
has been inspired by the human brain. A neural 
network is comprised of large number of neurons 
with each neuron having an input, output and an 
activation function. The input to a neural network 
is applied at input layer and in the activation area 
there some calculations are carried on the input 
and weights and the output is produced 
depending weather the sum produced in the 
activation layer is greater than some predefined 
threshold. Usually a neural network is laid 
layered approach. The first layer is called the 
input layer, last layer being called the output 
layer and other layers are called hidden layers. 
The optimal number of layers and the number of 
nodes on each layer is an NP hard problem and 
are selected by trying different combinations and 
settling on one that gives the best performance 
for the problem at hand. 
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for which A has a value 

l Networks is a programming paradigm that 
has been inspired by the human brain. A neural 
network is comprised of large number of neurons 
with each neuron having an input, output and an 
activation function. The input to a neural network 

layer and in the activation area 
there some calculations are carried on the input 
and weights and the output is produced 
depending weather the sum produced in the 
activation layer is greater than some predefined 
threshold. Usually a neural network is laid in the 
layered approach. The first layer is called the 
input layer, last layer being called the output 
layer and other layers are called hidden layers. 
The optimal number of layers and the number of 
nodes on each layer is an NP hard problem and 

d by trying different combinations and 
settling on one that gives the best performance 
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3.1.3 Support vector machines 
 
The latest supervised technique on the scene is 
Support Vector Machine (SVM). SVM transforms 
the data in higher dimensions and finds the 
hyper-plane that best separates the data. A 
support vector machine is based on the notion of 
the margin and tries to find the maximum margin 
between the dataset. SVMs revolve around the 
notion of a “margin” either side of a hyper-plane 
that separates two data classes. Maximizing the 
margin and thereby creating the largest possible 
distance between the separating hyper-plane 
and the instances on either side of it has been 
proven to reduce an upper bound on the 
expected generalization error. 
 
3.1.4 Fuzzy logic 
 
Fuzzy logic is form of knowledge representation 
suitable for notions that cannot be defined 
precisely, but which depend upon their contexts. 
Fuzzy literary means “not clear, distinct, or 
precise; blurred”, what makes fuzzy logic 
different from traditional programming 
approaches is that a fuzzy variable can take any 
value between zero and one while as a Boolean 
variable can take either zero or one .Traditional 
computing logic permits propositions to take a 
value of truth or falsity while as fuzzy logic   
allows us to express the degree of truth, which 
makes it very suitable for modelling real world 
problems. 
 
3.1.5 Genetic algorithm 
 
The concept of the genetic algorithm comes from 
the “adaptive survival in natural organisms” [1]. 
To implement the natural selection and evolution 
genetic algorithms use the computer system    
[13]. Genetic algorithms belong to the larger 
class of evolutionary algorithms (EA), which 
generate solutions for optimization problems 
using techniques inspired by natural evolution, 
such as inheritance, mutation,  selection, 
and crossover [14]. Genetic algorithms 
commence by generating a large population                  
of candidates randomly and in iteration the 
genetic algorithm replaces the weak solutions 
with high performing solutions. The performance 
of a solution is checked against some                  
fitness function, in each iteration the low 
performing solutions are converted into high 
performance solutions using mutation and 
crossover. The solution with low performance               
is deleted and does not survive to the next 
iteration. 

3.2 Unsupervised Machine Learning  
 

Unsupervised machine learning techniques take 
on unlabeled dataset and assign the items to 
certain classes. Absence of the training set and 
hence cross validation for the cluster analysis 
marks the difference between clustering and 
classification. A second important difference is 
that although most clustering algorithms are 
phrased in terms of an optimality criterion there is 
typically no guarantee that the globally optimal 
solution has been obtained. The reason for this is 
that typically one must consider all partitions of 
the data, and for even moderate sample sizes 
this is not possible, so some heuristic approach 
is taken. In unsupervised learning we are not 
concerned about predicting the label for some 
data item rather our aim is to uncover the hidden 
groups in data. The discovered groups as such 
do not have any meaning of their own; and it is 
left to analyst to derive some meaning from the 
discovered groups. In cluster analysis there is 
hardly any hyper-parameter that can be tuned 
other than the number of clusters the dataset 
should be divided in. 
 
Once supplied the number of clusters we want to 
find, the algorithms divide the dataset in the 
appropriate number of clusters by using some 
optimization function. Computationally the 
problem of finding the clusters is difficult (NP-
hard); however, there are efficient heuristic 
algorithms that are commonly employed and 
converge quickly to a local optimum [15]. 
 
All the clustering algorithms use one or the other 
distance measure to group the data in certain 
clusters. The data items grouped together in a 
cluster are much similar to each other than the 
data items grouped in different clusters. Given a 
dataset of n-dimensions clustering approaches 
calculate some feature and use that feature 
value to assign the data item to some cluster. 
Below in Table 1 some of the well-known and 
commonly used distance measures for the 
clustering algorithms on two data items x and y 
consisting of m-features is given. Of all the 
variants given in the table below Euclidean 
distance is a widely used distance measure. 
 
In the following section some of the clustering 
techniques used for intrusion detection system 
are discussed. 
 
3.2.1 K-means  
 
One of the mostly used partitioning cluster 
algorithm is k-means. Given M points in N 
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dimensions the k-means algorithm divides M 
points into K clusters so that the within-cluster 
sum of squares is minimized. It is not practical to 
require that the solution has minimal sum of 
squares against all partitions, except when M, N 
are small and K = 2. We seek instead "local" 
optima, solutions such that no movement of a 
point from one cluster to another will reduce the 
within-cluster sum of squares. 
 
3.2.2 Self-organizing maps 
 
Self-organizing maps (SOMs) were proposed by 
Kohonen (1995) as a simple method for allowing 
data to be sorted into groups. The basic idea is 
to lay out the data on a grid, and to then 
iteratively move observations (and the centers of 
the groups) around on that grid, slowly 
decreasing the amount that centers are moved, 
and slowly decreasing the number of points 
considered in the neighborhood of a grid point. A 
SOM is a sheet-like artificial neural network, 
whose cells become specifically tuned to various 
input signal patterns or classes of patterns 
through an unsupervised learning process. In the 
basic version, only one cell or local group of cells 
at a time gives the active response to the current 
input. 
 
3.2.3 K-mediods 
 
Just like k-means algorithm k-Mediods algorithm 
is also a partitioned and just like k-means 
algorithm k-mediods algorithm also tries to 
minimize squared error, the distance between 
points to be in a cluster and a point designated 
as the center of that cluster. Rather than taking 
the mean of all the data points as in k-means 
algorithm, k-mediods takes mediods of a finite 
dataset is a data point from this set, whose 

average dissimilarity to all the data points is 
minimal i.e. it is the most centrally located point 
in the set. 
 
3.2.4 Bayesian clustering 
 
Bayesian Clustering is an unsupervised 
classification program that uses Bayesian 
inference to find the most probable classification 
given the description of cases in the dataset. 
Although Bayesian Clustering is best suited for 
the problems where training samples are 
unlabeled, by ignoring the expert knowledge the 
system can be used for classifying the labeled 
data. 
 
3.3 Types of Classifiers 
 
As it is clear from the above two subsections 3.1 
& 3.2 that there are various machine learning 
techniques and they can be laid down in any 
combination to solve the problem. An approach 
to solve a problem using a machine learning 
techniques can be classified as single, ensemble 
or hybrid depending on the number and the way 
in which different techniques work to solve a 
problem. 
 
3.3.1 Single 
 
These are simple most approaches that use a 
single machine learning technique to solve the 
problem in hand. This machine learning 
technique can be any clustering, classification or 
association techniques. Single learning 
techniques are easy to grasp fast to implement 
and easier to implement but do not produce 
satisfactory results for a problem, hence 
nowadays are seldom used. 

 

Table 1. Distance measures 
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3.3.2 Ensemble 
 

Another way to solve a problem using a machine 
learning techniques is to use more than on weak 
classifiers and then fuse their produced results. 
Fusion of more than one learning technique 
together yields better predictive performance 
than obtained from any of the constituent 
learning algorithms. Ensemble models achieve 
performance by combining the opinions of 
multiple learners. In doing so we often get away 
using simple classifiers and still achieve great 
performance. Being inherently parallel in nature 
ensemble methods can have efficient training 
and testing time provided we have access to 
multiple processors. Ensemble methods can be 
realized in two ways one is training multiple 
classifiers on the same dataset and the other is 
training a single classifier on multiple datasets. 
Once the ensemble is trained then the data item 
at testing time is assigned to the class which 
majority of the classifiers point to. 
 

3.3.3 Hybrid 
 

Hybrid approaches combine two machine 
learning techniques to solve the problem; here 
the set of machine learning algorithms work in 
combination rather competing with each other as 
is the case with ensemble techniques. Hybrid 
techniques can be laid by cascading two 
techniques, clustering followed by classification 
or integration of two different techniques. 
Clubbing two or more techniques together has 
the improved performance than there other two 
counter parts.  
 

4. FEATURE SELECTION TECHNIQUES 
 

Intrusion detection is a classification problem and 
is based on building the model for that depicts 
the normal or the anomalous behavior. The data 
set available for Intrusion detection has large 
number of features using all the features for the 
classification is not computationally feasible and 
may result in reduced performance. So 
researchers over the years have been devising 
and using a large number of feature selection 
algorithms. To note a few Ant Colony 
Optimization, Cuttlefish Algorithm, Genetic 
Algorithms are being widely used nowadays. A 
feature selection algorithm can be classified as 
filter, wrapper or hybrid method [16]. 
 

• Filter: Filter methods select the features 
from the dataset irrespective of the 
classifier that would be used to build the 
model for the data. Filter methods take the 
data with large number of features and 

select only the best features from this 
dataset based on some characteristic. 
These methods use intrinsic characteristics 
of the dataset to select feature subsets by 
typically ranking individuals without taking 
into consideration any data mining 
algorithms. Filter method analyzes sole 
features independent of the classifier and 
decides which features should be kept 
[17]. 

• Wrapper: Wrapper methods implement a 
predetermined mining algorithm for 
evaluating generated subsets of features 
from the data set. These methods usually 
have superior performance as they identify 
features that are better suited to the 
predetermined mining algorithm. Wrapper 
based approaches are considered to 
generate better features, but run much 
slower and need more computing 
resources [18]. 

• Hybrid Methods: Some of the researchers 
have gone a step ahead by incorporating 
the two feature selection algorithms 
together such a system is called hybrid 
system. The hybrid system selects the 
reliable features for each class but is 
computationally expensive than either of 
the two techniques and hard to realize than 
each of the two techniques. 

 
An alternative to the feature selection is the 
technique of feature extraction. This technique 
takes n dimensional data set and transforms it to 
other dataset which are not the actual features of 
the original dataset. Approaches [19-21] Take n-
dimensional dataset and convert it into one 
dimension distance vector, then afterwards this 
distance vector is used for both training and 
testing purpose. The transformed features are 
linear combinations of the original attributes. 
 

5. DATASET AND TOOLS AVAILABLE 
 

In the next two subsections the tools and the 
various versions dataset used for the intrusion 
detection are discussed briefly. Also the protocol 
wise attacks present in the dataset are given and 
in the tabular form what each attribute of the 
dataset is and type of value it takes is also 
mentioned. 
 

5.1 Dataset 
 
To check the effectiveness of the techniques a 
lot of the datasets have been used in practice, 
most of the works in intrusion detection system 
have treated the intrusion detection by following 
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a passive approach and once in a while an IDS is 
fed with the network data on which the IDS 
applies some mining techniques and uncovers if 
there are any intrusions. For testing purpose a 
number of datasets are available for public. 
Given below a brief introduction about the 
datasets is given. 
 
5.1.1 KDCup99 dataset 
 
The publicly available and mostly used dataset 
for intrusion detection is KDCUP99 Data set. 
This data set is divided into two subsets; training 
set consisting of 5 million data records and 
testing set consists of 3 million records. Given in 
the tables below is the exact count of each type 
of attack present in KDDcup99 dataset. Each 
record of this dataset data set has 41 features 
derived for each connection and a label which 
classifies connection record as either normal or 
specific attack type. The features of dataset fall 
in four categories: intrinsic features e.g. duration 
of the connection, type of the protocol (tcp, udp, 
etc), network service (http, telnet, etc.), etc.                       
The content  feature e.g. number of failed                       
login attempts etc. The same host  features 
examine established connections in the past                  
two seconds that have the same destination      
host as the current connection, and calculate 
statistics related to the protocol behavior, 
service, etc. The similar same service features 
examine the connections in the past two seconds 
that have the same service as the current 
connection. 
 
5.1.2 Corrected KDDCup99 dataset 
 
The KDDCup99 dataset is highly redundant 
records this causes the learning algorithm to be 
biased to frequent records, and thus prevent 
them from learning infrequent records which are 
usually more harmful to networks such as U2R 
and R2L attacks [22]. In Corrected KddCupp99 

dataset all the redundant records have been 
removed this way the chances of classifier being 
biased are reduced. 
 
5.1.3 10% KDDCup99 dataset 
 
A complete dataset is seldom used for the 
training or testing purpose. Rather 10% of the 
complete dataset is used this dataset has 
reduced instances of the attacks. Training the 
classifier on reduced dataset makes if feasible 
computationally. Below in the Table 2 [22] the 
count of instances in each of the variants of 
dataset and the number of particular attacks 
present in each of the variant is given. 
 
In all the three versions of the dataset the attacks 
fall in one of the four categories. In Table 3 given 
below the attack groups and attacks present in 
KDCUP99 Dataset are listed. 
 
A complete description of each of the 41 features 
and about the data they take is given Table 4. 
Features may be continuous or nominal marked 
by C and N respectively. 
 
As already mentioned above that the KDDCup99 
dataset has records of 41 attributes. To provide a 
clear explanation about how the dataset looks 
like in Table 5 given below we have listed two 
records from the dataset one being normal and 
one being a smurf attack. As can be pointed out 
from the table some of the features of the dataset 
are nominal, while some are continuous, the last 
feature of the record represents the class to 
which the record belongs to. 
 
5.2 Protocol Wise Analysis of Attacks 
 
In KDDCup99 dataset the simulated attacks can 
have any of three protocols TCP, UDP, ICMP. 
Mohammad Khubeb in [23] has done a detailed 
analysis on the 10% KDDCup99 dataset and 

 

Table 2. Attacks distribution on dataset 
 

Dataset DoS U2R R2L Probe Normal Total 
10% KDD 391458 4107 52 1126 97277 494020 
Corrected KDD 229853 4166 70 16347 60593 311029 
Whole KDD 3883370 41102 52 1126 972780 4898430 

 
Table 3. Attacks types of dataset 

 
Category Attack types 
Probe nmap, mscan, ipsweep, portsweep,satan, saint 
DoS Back, apache, mailbomb, land, neptune, pod, teardrop, smurf, teardrop, udpstorm 
U2R Perl, rootkit, ps, buffer_overflow, loadmodule, xterm, attack 
R2L Guess_password, imap, ftp_write, imap, multihp, named, phf, snmpgetattack, warezmaster, 

worm, xsnoop, httptunnel, snmp_guess 
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Table 4. Complete description of dataset 
 

S. no Feature name Data Description 
1 Duration C Length  of  the connection 
2 protocol_type N Connection  protocol 
3 service N Destination service 
4 flag N Status flag of the connection 
5 src_bytes C Bytes sent from source to   destination 
6 dst_bytes C Bytes sent from destination to   source 
7 land N 1 if is from/to the same host/port; 0    

otherwise 
8 wrong_fragment C # wrong fragment 
9 urgent C #  urgent packets 
10 hot C #  hot indicators 
11 num_failed_logins C #  failed login in attempts 
12 logged_in N 1 if successfully logged in; 0 otherwise 
13 num_compromised C #  compromised conditions 
14 root_shell N 1 if root shell is obtained; 0    otherwise 
15 su_attempted N 1 if ‘‘su root’’ command attempted; 0 

otherwise 
16 num_root C #  root accesses 
17 num_file_creations C # file creation   operations 
18 num_shells C #  shell prompts 
19 num_access_files C # operations on access control    files 
20 num_outbound_cmds C #  outbound commands in an ftp session 
21 is_hot_login N 1 if the login  belongs to  the  hot list; 0   

otherwise 
22 is_guest_login N 1 if the login  is a guest  login; 0    otherwise 
23 count C # connections to  the same  host as the  

current  
24 srv_count C % connections to the same service as the 

current connection  
25 serror_rate C %  of  connections  that  have  ‘‘SYN’’  errors   
26 srv_serror_rate C %  of  connections  that  have  ‘‘SYN’’  errors   
27 rerror_rate C %  of  connections  that  have  ‘‘REJ’’   
28 srv_rerror_rate C %  of  connections  that  have  ‘‘REJ’’   
29 same_srv_rate C %  of  connections  to  the  same  service   
30 diff_srv_rate C %   of   connections   to   different services 
31 srv_diff_host_rate C %  of  connections  to  different  hosts   
32 dst_host_count C %  count  of  connections  having  the  same  

destination   host 
33 dst_host_srv_count C % count of connections having the same 

destination host and using the same 
service 

34 dst_host_same_srv_rate C % of connections having the same 
destination host and using the same 
service 

35 dst_host_diff_srv_rate C %  of  different  services  on  the  current host 
36 dst_host_same_src_port_rate C %  of  connections  to  the  current  host  

having  the  same port 
37 dst_host_srv_diff_host_rate C %  of  connections  to  the  same  service  

coming  from  different  hosts 
38 dst_host_serror_rate C % of connections to the current host that 

have an SO error 
39 dst_host_srv_serror_rate C % of connections to the current host and 

specified service that have an SO error 
40 dst_host_rerror_rate C % of connections to the current host that 

have an RST error 
41 dst_host_srv_rerror_rate C % of connections to the current host and 

specified service that have an RST error 
*C: Continuous, *N: Nominal 

 

have pointed out that the TCP protocol is most 
susceptible to the attacks. Table 6 given below 

list out all the possible attacks for each of the 
protocol. 
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10% KddCup99 Dataset Consists of 494020       
data instances of these instances 97277 
approximately 19.69% of the records are normal 
record rest of the records depict an attack. An 
attack can be identified as belonging to any of 
the four groups DoS, U2R, R2L or Probe. There 
are 22 different attacks in the training set.        
Table 7 given below gives the frequency of each 
attack in the dataset.  
 

5.3 Tools Available 
 
5.3.1 Weka: Data mining software in Java 
 

Weka is a collection of Machine Learning 
algorithms for data mining tasks. The algorithms 
can either be applied directly to a dataset or can 
be called from Java code. Weka contains tools 
for data pre-processing, classification, 
regression, clustering, association rules, and 
visualization. It is also well-suited for developing 
new Machine Learning schemes [24]. Weka is 
preferred by users as it is a free ware and has an 
easy to use GUI. To use Weka a user need not 
be an expert in using computer system. 
 

5.3.2 Matlab 
 
Matlab having more than 1 million users across 
the academia and industry is multi-paradigm 

numerical computing environment and fourth-
generation programming language. The MATLAB 
application is built around the MATLAB scripting 
language. [25] Even though Matlab is very rich in 
features and has very diverse scope than Weka 
at the same time it is difficult to operate and 
needs a user to have proper understanding of 
the computer programming.    
 

6. PERFORMANCE PARAMETERS  
 

To check the effectiveness of IDS and document 
the results a lot of performance metrics have 
been used below mentioned performance 
metrics. Researchers have used these metrics to 
compare their results with already existing 
approaches [26]. 
 

True positive (tp): A positive instance 
correctly classified as belonging to positive 
class.  
 

False positive (fp): A negative instance 
incorrectly classified as belonging to positive 
class. 
 

True negative (tn): A negative instance 
correctly classified as a negative example. 
 

False negative (fn): A positive instance 
incorrectly classified as a negative example.

 
Table 5. Normal data and smurf attack 

 
Normal 0,tcp,http,SF,235,1337,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00,0.00,29,29,1.

00,0.00,0.03,0.00,0.00,0.00,0.00,0.00,normal. 
Smurf 0,icmp,ecr_i,SF,1032,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,511,511,0.00,0.00,0.00,0.00,1.00,0.00,0.00,255

,255,1.00,0.00,1.00,0.00,0.00,0.00,0.00,0.00,smurf. 
 

Table 6. Attacks grouped by protocols 
 

Category Attack types 
UDP normal, teardrop ,satan, nmap, rootkit 
TCP Normal, neptune, guess_password, land, portsweep, buffer_overflow, phf, warezmaster, 

ipsweep, multihop, warezclient, perl, back, ftp_write, load_module, satan, spy, imap, rootkit 
ICMP Normal, portsweep, ipsweep, smurf, satan, pod, nmap 

 

Table 7. Frequency of attacks in the dataset 
 

Attack Count Attack Count 
Back 2203 Smurf 280790 
TearDrop 979 Pod 264 
LoadModule 9 Perl 3 
Neptune 107201 Warezclient 1020 
Rootkit 10 Nmap 231 
Phf 4 Imap 12 
Satan 1589 Warezmaster 20 
Buffer_overflow 30 Portsweep 1040 
Ftp_write 8 Guess_password 53 
Land 21 Spy 2 
Ipsweep 1247 Normal 97277 
Multihop 7   
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Table 8. Confusion matrix 
 

A
ct

ua
l 

C
la

ss
 

                 Predicted class 
 Yes No 
Yes 
No 

tp fn 
fp tn 

 

a. Accuracy (Acc): In general, the accuracy 
metric measures the ratio of correct 
predictions over the total number of 
instances evaluated.  
 

�GG 
 �� + ���� + 2� + �� + 2� 

 

b. Error Rate(Err): Misclassification error 
measures the ratio of incorrect predictions 
over the total number of instances 
evaluated 
 

� 
 2� + 2��� + 2� + �� + 2� 

 
c. Sensitivity (sn): also called the true 

positive rate is the fraction of positive 
patterns that are correctly classified. 

 

H� 
 ���� + 2� 

 
d. Specificity (sp): also called the true 

negative rate or the precision in some 
fields is the fraction of negative patterns 
that are correctly classified. 
 

H� 
 ���� + 2� 

 
e. Precision (p): the positive patterns that 

are correctly predicted from the total 
predicted patterns in a positive class 
 

� 
 ���� + 2� 

 
f. Recall (r): the fraction of positive patterns 

that are correctly classified 
 

 
 ���� + �� 

 
g. F-Measure (FM): This metric represents 

the harmonic mean between recall and 
precision values 

 

IJ 
 2 ∗ � ∗ � +   

 
h. Geometric-mean (GM): This metric is 

used to maximize the tp rate and tn rate, 

and simultaneously keeping both rates 
relatively balanced. 

 �J 
 M�� ∗ �� 
 

i. Area under Curve (AUC): AUC value 
reflects the overall ranking performance of 
a classifier.  For two-class problem given 
Sp  the sum of the all positive examples 
ranked, np and nn denote the number                
of positive and negative examples 
respectively, the AUC value can be 
calculated as below 

 

�NO 
 �* � �*��% + 1	/2�*�%  

 
j. Mathews Correlation Coefficient (MCC): 

MCC is used to measure the quality of 
binary classifications. It takes into account 
true positives, true negatives, false 
positives and false negatives. MCC can be 
calculated as below 
 

JOO 
 ��� ∗ ��	 � �2� ∗ 2�	
M��� + 2�	��� + 2�	��� + 2�	��� + 2�	 

 
7. EMERGING PROBLEMS AND 

PROBABLE SOLUTIONS 
 
Even though a lot of research effort has been 
spared for intrusion detection using machine 
learning techniques still there are many problems 
present and need to be solved to move forward. 
 
7.1 Problems 
 
The existing systems suffer the following 
problems 
 

• The problem with most of the techniques 
surveyed is that each of the technique 
generates too many false alarms. The 
reason for this could be that the models 
assume that the user behavior is perfectly 
observable, legitimate behavior is different 
from the intrusive behavior and the user 
usage pattern is steady throughout 
[10,27,28]. 

• The low detection rate for the U2R and 
R2L attacks is another problem present in 
the currently existing technologies. This 
could be because the U2R and R2L 
attacks are very similar to the normal data 
and are many times misclassified as either 
the normal data or some other class. 
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Another reason for low detection rate could 
be the low frequent occurrence of these 
classes of attacks which causes the 
classifier biased to them and hence has 
reduced detection rate [29-31]. 

• An IDS by itself is a resource and is prone 
to be attacked. IDS can be attacked by the 
attackers and if the attempt to break in the 
IDS succeeds the network will be left open 
to the attacker and hence IDS can prove to 
be single point of failure. There is a long 
list of the possible attacks on the IDS 
[7,32]. 

• An IDS is usually trained on some 
benchmark dataset and if any 
implemented in the real environment is all 
together left in alien conditions. Training 
and testing the IDS in two different 
environments reduces the performance. 

• There are lots of studies each of them 
documenting altogether different results 
even using the same classifier. There is no 
documentation about the maximum 
accuracy or the detection rate that an 
algorithm could attain on a given problem. 

• There is no study about which classifier is 
best for any environment, as there are lot 
of machine learning techniques available 
and research has not been up to the point 
where would compare the classifiers and 
say that a particular algorithm outnumber 
some algorithm is all aspects.   

• Normal data is very common and 
anomalous data is rare causing classifier 
to be biased towards less frequently 
occurring data items and in case of attacks 
also some attacks occur very frequently 
and some occur with less frequency. This 
restricts us to have an unbiased classifier. 

• An IDS raises too many alarms 
administrator has to deal with, alarming a 
network administrator for each of the 
attack independently would lead to too 
many alarms a manager can deal with. A 
way to group alarms in groups and raising 
alarm for each group can be looked into. 

• All the techniques surveyed need too 
much training and testing time which is 
undesirable and hence none of the 
techniques is feasible to be implemented 
in the real environment. 

• Although more advanced and 
sophisticated detection approaches have 
been developed, very few have focused on 
feature representation for normal 
connections and attacks.  

• Even though lot of research effort has 
been put for anomaly detection but still all 
the present IDS are based on the Misuse 
detection only because the models devised 
all are based on the labeled data the thing 
which we don’t have in then real networks. 

 

7.2 Possible Solutions  
 
Various possible solutions to the problems 
discussed in 7.1 are 
 

• To minimize the false alarms an IDS 
should capable of online learning, handling 
concept drift and should have the ability to 
be customized to suit any environment. 

• To improve the detection rate for R2L and 
U2R attacks a proper mix of feature 
extraction, feature selection, data 
transformation, clustering, classification 
techniques and the selection of such 
attributes from the data which are very 
specific to these two classes of attacks 
should be taken into consideration. 

• To add reliability, scalability and to 
eliminate single point of failure the 
feasibility of implementing an IDS as a 
distributed system can be checked. 

• To reduce the biasness of classifier, an 
IDS should be capable of handling skewed 
class distribution. 

• Reduce the number of alarms an 
administrator has to deal with by grouping 
the alarms and issuing a threat for each 
attack rather for each packet. 

• To reduce training and testing time don’t  
use the features of data as such rather  
transform the data and represent it as a 
single point in space and use the 
transformed single dimensional dataset for 
training and testing which we believe will 
work faster than their counterparts. 

 
8. COMPARISON OF WORKS 
 
In this section the surveyed works are put in the 
tabular form and for each work the model 
employed, dataset used, features selected, 
implementation environment and performance 
metrics are given. A dash (-) in any cell indicates 
that the author (s) has not mentioned about the 
feature in their paper. Surveyed works are 
classified into three tables single given in Table 
9, ensemble given in Table 10 and hybrid given 
in Table 11. At the end of this section an 
abbreviations of the terms used in the tables is 
given.
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Table 9. Single classifiers 
 

Sl. no Work Model employed Dataset Selected 
features/feature 
selection Algo 

Implementing 
environment 

Detection 
approach 

Performance metrics 

1.  [33] DT,NN 10% KddCup99 Dataset PCA - AD Acc 
2.  [34] PCC 5000 randomly selected normal for 

training set for testing 92,279 
normal & 39,674 attacks elected 
from KDD’99 data. 

- - AD P, R, ROC 

3.  [35] GA The cmd  history of 56 users whose 
cmd  history over one month is 
more than 500kb 

- - AD Acc, Far 

4.  [36] Fuzzy Rough C-Means 1101 Randomly selected data 
points from KddCup Dataset 

- - AD Acc, DR, Far, C 

5.  [37] Ripper DARPA98 Weighed Dimensions - AD,MD DR 
6.  [38] K-nn BSM System calls from DARPA98 - - AD, MD DR, ROC 
7.  [39] Statistical  

Analysis  &improved 
SVM 

Real Network Data from Nanjing 
University of Aeronautics and 
Astronautics with added attacks. 

- - AD ROC 

8.  [40] SOABM 5092 & 6890 random record from 
KDDCup99 for training and testing 
randomly 

Importance of attribute 
is marked by the 
contribution of input 
made to the 
construction of DT 

- AD Acc 

9.  [41] Melhanobis distance 
Payload Based 
Anomaly Detector TCP 
data only 

Real Data from Columbia university 
and DARPA98 

- - AD Acc, Far 

10.  [42] PCA DARPA98 7,000 normal for training 
and 10000 normal and 
396,744attacks for testing 

PCA, only 34 numeric 
features of dataset 
were used 

- AD, MD DR, FPR, ROC 

11.  [43] PCA System call data from University of 
New Mexico and the Unix 
command data from AT&T 
Research lab. 

PCA - - Acc, Far, DR 

12.  [44] DT 10% KDDCup99 Cuttlefish optimization 
algorithm 

C# on a Dual Core 
Machine with 2 GB AM 

AD DR, FP, Acc, ROC 

13.  [45] GMDH KDDCup99 Feature ranking by Weka AD Acc, R, P, FP, FN, ROC,DR 
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Sl. no Work Model employed Dataset Selected 
features/feature 
selection Algo 

Implementing 
environment 

Detection 
approach 

Performance metrics 

Information, Gain, 
Gain Ratio 

14.  [46] GA KDDCup99 30,000 instances for 
testing and test sets of 
10,000 

Disciplus©3 Pentium© 
IV processor 

AD DR 

15.  [47] GHSOM KDDCup99, DARPA98 Novel, Muti objective 
Algo for feature 
selection 

- AD,MD DR, ROC 

16.  [48] SOM 10%KDDCup99 3 Feature sets with 
records from dataset 

- AD DR, FP 

17.  [49] SOM 10% KDDCup99 Checked 6 basic 
features 

SOM Toolbox and 
SOM-PAC 

AD FP, DR 

18.  [50] ANN Probes Attacks from KDDCup99  - JOONE MD DR, FP, FN 
19.  [51] ANN KDDCup99 IG JDK AD Acc, P, R, Fsore 
20.  [52] SVM KDDCup99 GFR LibSVM AD Acc, MCCavg 
21.  [53] NB 62986,125973 randomly selected 

records for training & testing 
CFS, IG, GR WEKA 3.6 MD Acc, FPR,RMSE,  TPR 

22.  [54] GA 8068, 48096 randomly selected for 
training &testing 

- - AD, MD Acc, DR 

 
Table 10. Ensemble classifier 

 
Sno Work Model employed Dataset Selected 

features/feature 
selection 

Implementing 
environment 

Detection 
Approach 

Performance 
metrics 

1.  [55]  
3 NN having 5 outputs 30 
inputs and  one hidden layer 
of 5 nodes 

725  ftp connections present in 
KDDCup99 for training and 7436 for 
testing 

11 features having 
constant value for 
every Ftp connection 
have been eliminated 

- AD Overall 
Classification 
Error, 
Classification Cost 

2.  [56] HMM, statistical method and 
rule base Method 

13 megabytes of BSM audit data and 840 
kb of PACCT audit data have been 
collected from 16,470commands Attacks 
are Buffer overflow and Dos 

- - AD DR, FP, ERR, 
ROC 

3.  [57] DT, NB, rule learner, SVM  
and 

live lpr, live lpr MIT, synthetic sendmail, 
synthetic sendmail CERT, and “denial of 

- - MD & AD Acc, DR,FPR 
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Sno Work Model employed Dataset Selected 
features/feature 
selection 

Implementing 
environment 

Detection 
Approach 

Performance 
metrics 

NB & K-means Clustering service attack” of UNM & MIT LL system 
call sequences 

4.  [58] LGP 11982randomly generated points from 
kddcup99 5092, 6890 for training and 
testing respt. 
 

Feature Ranking, 
have found out the 
important features for 
each class of attack 

C++ MD , AD Acc 

5.  [59] GA+FL 1000 randomly selected samples for 
training from kddcup99 and 10000 
randomly selected samples for testing 

- - MD CR, DR, FR 
 

6.  [60] SVM, ANN, MARS 11982 randomly generated points from 
kddcup99 5092, 6890 for training and 
testing respectively. 

- - AD Acc 

 

Table 11. Hybrid classifiers 
 

Sl. no Work Model employed Dataset Selected features/feature 
selection 

Implementing 
environment 

Detection 
approach 

Performance metrics 

1.  [61] SVM, ACN A subset of KDDCup99 Dataset - - AD DR, FP, FN 
2.  [62] DT,SVM Modified KDDCup99 Dataset - Weka 3.6 & LibSVM AD,MD DR, ROC 
3.  [63] SA + DT, KDDCup99 SA+ SVM - AD DR 
4.  [64] DT,ANN, Ripper 

Rule 
KDDCup99/ Reliability Lab Data Information Gain 12 Feature 

Extracted from packet header 
- MD DR 

5.  [65] FC + ANN Randomly selected 18,285 from 
KDDCup99 

- Matlab 2007b 
 

AD P, R, F-measure 

6.  [66] K-means + SVM KDDCup99 - - AD DR 
7.  [67] DGSOT + SVM DARPA98 - - AD FP, FN, Acc 
8.  [68] TCM-KNN KDDCup99 Chi-Square method and SVM 

attribute evaluation method 
Weka 3.5 AD TP, FP 

9.  [69] SOM + PCA-ANN DARPA98 PCA - AD, MD DR, Far, FP 
10.  [70] C means 

Clustering + ANN, 
RBF 

KDDCup99 - - AD, MD DR, FP 

11.  [71] FL + AR 10% Corrected  KDDCup99 - Standard C  AD DR, FP 
12.  [72] BC  + DT 

 
10000 randomly selected normal 
data and all u2r and r2l 
ofKDDCup99 

InfoGain Weka 3.4,  AutoClass AD DR, RT 
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Sl. no Work Model employed Dataset Selected features/feature 
selection 

Implementing 
environment 

Detection 
approach 

Performance metrics 

13.  [73] GA + FL Randomly selected 2% records 
of 10% KDDCup99 

- GAlib, Oracle 
database 8i, Visual 
Basic 

AD, MD DR 

14.  [74] GA + SVM, SOFM DARPA98, Live Dataset 100,000 
normal data packets & 1000–
1500 attacks 

GA LibSVM AD DR, FP, FN 

15.  [75]  
SVM + ANN 

DARPA98 - Matlab 6.1 NN  
Toolbox software 

AD DR, FP 

16.  [76] DT + SVM KDDCup99 - - AD + MD Acc 
17.  [77] ANN + Fuzzy 

Inference 
DARPA98 DT - MD Acc 

18.  [78] Fuzzy System, 
rule based Expert 
System 

KDDCup99 - FuzzyCLIPS AD + MD FPR 

19.  [79] FNT 11,982 randomly generated 
records DARPA98 

Important features are 
selected for each class of 
attacks 

- AD DR, FPR, FNR, Acc 

20.  [80] SOM + DT KDD Cup 99 6 basic features from the 
dataset 

 AD + MD DR,FPR, MR 

21.  [81] Geometric 
Technique, k-nn, 
SVM 

DARPA98, KDDCUP99 - - AD DR, FPR, ROC 
 

22.  [82] FL DARPA98 A program that extracts and 
combines 11 features 

- AD Acc 

23.  [83] Unsupervised 
Clustering 
Technique 

DARPA98 & KDDCUP99 
 

- - AD DR, FAR 

24.  [84] BPN, RBF, k-NN 
and SVM 

Training data from information 
Systems Technology Group 
(IST) of MIT Lincoln Lab 

GA Matlab, SVM light 
Package 

AD CR, FP, FN 

25.  [85] NF 10% KDDCup99 - - AD DR,FAR, Acc 
26.  [86] Fuzzy rule-based 

system,  
GA 

10% KDDCup99 Info Gain, Gain Ratio, Chi-
square, Relief-F 

- AD R, P, Acc, F-measure, 
ROC 

27.  [87] Rough Set 
Classification 

KDDCup99 Randomly selected 
various attack groups attacks  of 
each group 

GA MS Visual C++ 6.0 
language is C and 
C++, LIBSVM 

AD + MD  
DR, MCR, TT 
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Sl. no Work Model employed Dataset Selected features/feature 
selection 

Implementing 
environment 

Detection 
approach 

Performance metrics 

28.  [88] MLP 20,055 randomly selected 
normal and attacks connections 
from DARPA98 only two attacks  
SYN Flood (Neptune) and Satan 

19 features describing 
properties of connections to 
the same host in last two 
seconds 

MATLAB Neural 
Network Toolbox 

AD CR 

29.  [89] DT, NN 10%  KDDCup99 GA Java AD TPR, FPR, P, R,F-
measure 

30.  [90] NBTREE 10%KDDCup99 FCBR Java, Weka, SQL MD Acc, ERR 
31.  [91] Decision 

Table+PART 
KDDCup99 CFS, GR,IG Weka MD Acc, RMSE, TPR, FPR, 

F-M-measure 
32.  [92] CCA-S A random subset of  DARPA98 - AnswerTree from 

SPSS 
MD FAR, ROC 

33.  [93] RBF NN + SVM 25192 records from KDDCup99 PCA JAVA AD, MD Dr, FPR, F-Value, P, R, 
RMSE 

34.  [94] BIRCH + SVM Whole KDDCup99 Leave one out LibSVM, JAVA AD Acc, FPR,  TT 
35.  [95] HNB 10%KDDCup99 CFS, CBF, INT - AD, MD Acc, Err 
36.  [96] TAN + REP 10%KDDCup99 - - AD TPR, Acc 
37.  [97] K-means + DT  15000 & 2500   KDDCup99 

records for training and testing 
respt. 

- Weka 3.5 AD Acc, FPR, F-Measure, 
TPR  

38.  [98] PSO + ARTMAP 10%KDDCup99 & corrected 
Dataset for training and testing 

FARM MATLAB R2010 MD DR, FAR, CR 

39.  [99] FL + GNP KDDCup99 & DAPRA98 - - AD, MD DR 
40.  [100] SSO 10%KDDCup99 IDS-RS - AD, MD CAR 

 

1. Acc:  Accuracy, 2. AD: Anomaly Detection, 3. ACN: Ant Colony Network, 4. AR: Association Rule, 5. BPN: Back Propagation Network, 6. CBF: Consistency Based Filter, 7. CCA-S: Clustering and 
Classification Algorithm Supervised, 8. CFS: Correlation Based Feature Selection, 9. CR: Classification Rate, 10. DGSOT: Dynamically Growing Self-Organizing Tree, 11. DR: Detection Rate,        

12 DT:  Decision Tree, 13. ERR: Error Rate, 14. Far: False Alarm Rate, 15. FC: Fuzzy Clustering, 16. FCBF: Fast Correlation Based Filter, 17. FL: Fuzzy Logic, 18. FN: False Negative,                         
19. FNT: Flexible Neural Tree, 20. FP: False Positive, 21. FPR: False Positive Rate, 22. GA: Genetic Algorithm, 23. GFR: Gradual Feature Removal, 24. GHSOM Growing Hierarchical Self-
Organizing Maps, 25. GMDH: Group Method for Data Handling, 26. HNB: Hidden Naïve Bayes, 27. IDS-RS: Intelligent dynamic swarm based Rough Set, 28. IG: Information Gain, 29. INT: 

INTERACT, 30. LGP: Linear Genetic Programming, 31. MARS:, 32. MCR: Miss Classification Rate, 33. MD: Misuse Detection, 34. MLP: Multi Layer Perceptron, 35. NB: Naïve bayes.                      
36. NBTREE: Naïve Bayes and Decision tree, 37. NF: Neuro Fuzzy, 38. NN: Neural Networks, 39. PCA: Principal Component Analysis, 40 PCC Principal Component Classifier, 41 K-nn: K nearest 

neighbor, 42. R: Recall, 43. RBF: Radial Bayes Function, 44. REP: Reduced Error Pruning, 45. ROC: Receiver Operating Curve, 46. SA: Simulated Annealing, 47. SOABM: Self Organized Ant 
based, 48.Clustering Method, 49. SOM: Self Organizing Map, 50. SOFM: Self-Organized Feature Map, 51 SPegasos, 52. SSO: Simplified Swarm Optimization, 53. SVM: Support Vector Machine, 

54. TAN: Tree Augmented Naïve Bayes, 55. TCM-KNN: Transductive Confidence Machines for K-Nearest Neighbors, 56. TP: True Positive, 57. TN: True Negative 
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9. CONCLUSION  
 
In this work a survey of intrusion detection 
systems using machine learning techniques was 
given. A lots of relates works were surveyed and 
classified into three groups single, ensemble or 
hybrid and for each work the dataset used, 
environment in which implemented, feature 
selection if any and the performance measures 
checked were documented in tabular form. A 
complete list of the attacks present in the 
KDDCup99 dataset is also given. The thorough 
survey of the works has revealed that the hybrid 
machine learning techniques with the proper 
feature selection algorithm out class there single 
or ensemble counterparts. Also in this paper an 
effort was made to point out problems pertaining 
to the current system and directions for future 
research were also provided. 
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