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ABSTRACT 
 

The Internet of Things (IoT) is a paradigm shift that enables billions of devices to connect to the 
Internet. The IoT's diverse application domains, including smart cities, smart homes, and e-health, 
have created new challenges, chief among them security threats. To accommodate the current 
networking model, traditional security measures such as firewalls and Intrusion Detection Systems 
(IDS) must be modified. Additionally, the Internet of Things and Cloud Computing complement one 
another, frequently used interchangeably when discussing technical services and collaborating to 
provide a more comprehensive IoT service. In this review, we focus on recent Machine Learning 
(ML) and Deep Learning (DL) algorithms proposed in IoT security, which can be used to address 
various security issues. This paper systematically reviews the architecture of IoT applications, the 
security aspect of IoT, service models of cloud computing, and cloud deployment models. Finally, 
we discuss the latest ML and DL strategies for solving various security issues in IoT networks. 
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1. INTRODUCTION  
 
The IoT is an internet-connected network of 
semi-autonomous computers, each equipped 
with low-cost computation, networking, sensing, 
and action in the physical world. The deployment 
of IoT devices continues to accelerate, with the 
total expected to reach approximately 75 billion 
by 2025 [1]. However, 70% of all IoT devices do 
not use encryption. The most frequently cited 
reasons are the following: 1) restricted onboard 
computing capability; 2) prohibitively high 
implementation costs for the manufacturer; and 
3) issues of scalability related to deployment and 
management [2]. 
 
With the advancement of information technology, 
IoT technology has increasingly evolved and is 
now commonly used in various fields, including 
manufacturing, agriculture, and the military. Due 
to the IoT's widespread adoption and technical 
diversity, different devices are constantly being 
incorporated into the IoT, IoT terminals, or IoT 
branches [3,4]. As an open system on the 
internet, IoT faces dynamic and varied threats 
from outside. The identification of security 
problems in IoT, therefore, needs to be 
improved. There are security gateways, firewalls, 
code signatures, and data encryption among the 
current security technologies. However, all of 
these are passive security protection 
mechanisms incapable of performing active 
detection and response [5,6]. 
 

Cloud computing has grown in popularity as a 
network access model due to its open and 
pervasive sharing environment for a wide range 
of computing resources [7]. Cloud Computing 
provides users with large virtualized computing 
tools on-demand, making it very appealing for 
various industrial application domains [8]. 
Therefore, companies' and consumers' 
communication with IT services would shift using 
cloud computing [9]. Given the complexity of a 
cloud system's components: (a) user 
application/workload efficiency, (b) Virtual 
Machine (VM)/host performance, (c) power 
consumption, (d) resource contention and 
scheduling, and (e) network communication, it is 
impossible to accurately model all of the 
system's components [10,11]. 
 

The ML has been implemented successfully in 
various fields, including image processing, 
Natural Language Processing (NLP), and self-
driving vehicles [12]. Emerging hardware has 
increased computer capability, and as a result, 

the number of training data handled by ML has 
significantly increased. The DL, in particular, has 
made considerable strides in improving decision-
making for a variety of identification, 
classification, and prediction tasks [13]. As a 
practice, ML can make more accurate decisions 
in areas such as facial recognition [14,15,16], 
natural language understanding (including social 
media, which does not strictly adhere to grammar 
rules), medical image [17,18], identifying traffic 
signals for self-driving cars, and defeating 
professional gamers in traditional games (e.g., 
Google's AlphaGo) and computer games [13]. 
Also, Industry Prediction, industry maintenance, 
and inventory. 
 

The organization of the rest of the paper is as 
follows: Section II describes various algorithms of 
Machine Learning. Section III discusses different 
algorithms of Deep Learning. In section, IV 
describes the Cloud System. Section V describes 
the Internet of Things. Section VI describes 
Literature Review. In Section VII Discussion and 
Comparisons. Finally, Section VIII produces the 
Conclusion and Future work suggestions. 
 

2. MACHINE LEARNING AND IDS 
 
The ML is a data analysis method that automates 
the process of developing analytical models. It is 
a subset of Artificial Intelligence (AI) based on 
the principle that systems can learn from data, 
recognize patterns, and make decisions with little 
human intervention. On large datasets, ML 
algorithms use mathematical techniques to 
create models of human behavior. Additionally, 
ML allows the capability to learn without being 
specifically programmed. The main types of ML 
including supervised and unsupervised [19]. Fig. 
1 illustrates many ML algorithms used to secure 
IoT systems [20]. The most common supervised 
learning methods, called classification and 
regression, are popular in the classification or 
prediction of a security problem in the future. 
Unsupervised learning, alternatively referred to 
as descriptive learning, identifies patterns in 
unfamiliar objects by grouping related objects 
together [21].  
 
Additionally, ML applications in IoT security in a 
variety of domains can be used to detect 
intelligent attacks on IoT devices and to establish 
a robust defense strategy, communication 
standards in IoT [22], Face recognition for 
forensics, Malicious code identification, 
Distributed Denial of Service (DDoS) detection 
and other [23]. In the following, we discuss the 
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most common and famous methods for solving 
ML tasks and their relationship to IoT security 
tasks. 
 

2.1 Support Vector Machine (SVM) 
 

SVM is a method for supervised learning that is 
used to analyze data using regression and 
classification processing. Between two classes, 
SVM generates a plane called a hyperplane. The 
hyperplane's objective is to optimize the distance 

between each class that defines each class with 
the least amount of error at the maximum 
margin. If the hyperplane becomes nonlinear due 
to the analysis, SVM transforms the kernel 
function into a linear hyperplane using new 
features. Often, an optimal kernel function is hard 
to use in SVM [24]. SVM, while highly accurate, 
is a good fit for IoT protection such as intrusion 
detection, malware detection, and intelligent grid 
attacks [25]. As shown in Fig. 2 

 

 

 

Fig. 1. Classification of general machine learning algorithms [20] 
 

 

 
Fig. 2. Illustration of SVM class separation techniques for both linear and nonlinear groups 

[26] 
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2.2 K-Nearest Neighbor (K-NN) 
 

K-NN is a supervised learning technique that 
uses Euclidean distance as a distance metric 
[27]. In K-NN, the Euclidian distance between 
two nodes defines the average value of the 
unknown node, which is the sum of its k-NN. 
Observe Fig. 3. [28]. For example, if a node is 
lost, the nearest neighbor's average value can be 
used to predict the loss. Although this value is 
inaccurate, it aids in identifying the possible 
missing node. The K-NN approach is used for 
Intrusion Detection (ID), malware detection, and 
anomaly detection in the Internet of Things [29]. 
The K-NN algorithm is simple, inexpensive, and 
quick to implement [30]. 

2.3 Decision-Tree (DT) 
 
DT is a method for supervised learning, one of 
the most common classification and                     
prediction techniques based on a structure 
similar to a flow chart [31]. In a DT, there                   
are two nodes, which are the Decision 
Node and Leaf Node, as shown in Fig. 4. The 
CART, Iterative Dichotomies 3 (ID3), and C4.5 
algorithms are the most commonly                            
used DT algorithms. The C4.5 algorithm is a                        
modified version of the ID3 algorithm that                   
uses the knowledge gain ratio to determine 
which attributes have the best split                         
[32,33]. 

 
 

 
Fig. 3. Illustration of KNN learning [28] 

 
 

 
Fig. 4. DT structure [32] 
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In addition, to the most popular ML algorithms 
mentioned above, several other ML techniques 
exist in the field for various purposes. For 
instance, Random forest (RF) is a multiple DT 
which is usually more accurate in a learning 
model than a single DT. The advantages of RF 
include its ability to handle broad and expansive 
data sets, its robust system for estimating 
missing data, and its ability to retain accuracy in 
the absence of a large proportion of data [34]. 
Regression analysis consists of various ML 
algorithms that allow the prediction of a 
continuous (y) outcome variable based on the 
values of one or more (x) predictor variables [35]. 
Some well-known regression methods include 
logistic, linear, polynomial, lasso, and ridge 
regression [36]. Cluster analysis, alternatively 
referred to as clustering, is an unsupervised ML 
algorithm used to identify and group similar data 
points in large datasets without concern for the 
particular outcome. Clustering can be used in a 
variety of different fields of IoT [37]. For example, 
an FCM-based clustering algorithm can be used 
to extend the network lifetime and conserve 
energy in wireless sensor networks (WSNs) for 
IoT applications [38], complicated clustering 
techniques for big data analytics [39]. The most 
common clustering algorithms are K-means and 
Dbscan [40,41,42]. 
 

3. DEEP LEARNING 
 
The DL is a subfield of ML in Artificial Intelligence 
(AI) that allows the use of neural networks 
capable of unsupervised learning from 
unstructured or unlabeled data. Also known as 
"deep neural learning" or "Deep Neural Network" 
(DNN) [43]. The network consists of multiple 
neurons that are linked by weighted connections. 
It uses a large number of hidden layers to extract 
higher-level features from the input [44]. One of 
the limitations of DL algorithms is the increased 
training time required. With increasing amounts 
of training data, the training time increases. 
However, DL algorithms require a large amount 
of training data to perform well. The DL model's 
basic architecture is depicted in Fig. 5. It consists 
of a single input layer followed by several hidden 
layers that feed data to the output layer [45]. DL 
uses multi-layer neural networks to discover 
hidden relationships and features among a 
variety of data sets. 
 
Nonetheless, to obtain highly accurate results 
using equivalent DL models, appropriate data 
and computing power are needed [46,47]. In IoT 
security, DL approaches may be used for a 

variety of purposes. For instance, the IoT devices 
in a smart home will communicate automatically 
to create an intelligent home [48]. In the following 
section, we will discuss the most common neural 
network and DL algorithms in the context of IoT, 
including the Convolutional Neural Network 
(CNN), Recurrent Neural Network (RNN), and 
long-short term memory (LSTM) network [49,50]. 
 

3.1 Convolutional Neural Network (CNN) 
 
A convolutional neural network (CNN, or 
ConvNet) is a deep neural network used in deep 
learning [51]. The use of CNNs in computer 
vision (CV) and NLP applications is well-known 
[52]. This type of network has been successfully 
used to recognize images [53] and video, 
classification, and text processing. In general, 
CNN often consists of multiple layers: input layer, 
convolutional layer, pooling layer, fully connected 
layers, and an output layer [52], as illustrated in 
Fig. 6 [54]. Convolutional layers are used to 
extract features, and pooling layers are used to 
improve the generalizability of the extracted 
features [52]. Though CNNs are most frequently 
used for visual image analysis, which can be 
used for IoT applications. It has been used for 
tasks like intrusion detection in IoT Networks 
[55], CNN-based Applications on IoT Edge 
Devices [56]. However, counting people detect 
objects in general. 
 
3.2 Restricted Boltzmann Machine (RBM) 
 
RBM is a well-known algorithm for unsupervised 
learning. RBM can use in many applications like 
classification, regression, dimensionality 
reduction, collaborative filtering, feature learning, 
and topic modeling [57,58]. RBMs have two main 
layers: visible and hidden, as shown in Fig. 7. 
The visible layer contains the known input, while 
the hidden layer comprises several layers 
containing latent variables. Since no two nodes 
in the same layer share a link, an RBM is called 
"restricted". RBM has two phases Forward Pass 
and Backward Pass. RBM takes the inputs and 
converts them to a series of numerical values 
(forward pass). After that, these numbers can be 
used to recreate the inputs (backward pass) 
[59,60]. 
 

3.3 Autoencoder (AE) 
 

Autoencoders (AE) is a subclass of Artificial 
Neural Networks (ANNs) used to learn effective 
data encodings unsupervised [61]. The purpose 
of an AE is to train the network to ignore signal 



"noise" in order to discover an encoding 
(representation) for a collection of data, usually 
for dimensionality reduction. Along with the 
reduction side, a reconstructing side is taught 
[62]. The autoencoder tries to represent the 
original input as similar to the original as possible 
from the reduced encoding, as illustrated in 
 

 
Fig. 5. The architecture of deep learning model 
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"noise" in order to discover an encoding 
tion) for a collection of data, usually 

for dimensionality reduction. Along with the 
reduction side, a reconstructing side is taught 

The autoencoder tries to represent the 
original input as similar to the original as possible 
from the reduced encoding, as illustrated in Fig. 

8 [63]. The AE module is composed of two 
components: an encoder and a decoder. The 
encoder discovers the fundamental 
characteristics of a process. Typically, these 
characteristics are of a reduced dimension. From 
these underlying features, the decoder can 
reconstruct the original data [64]. 

. 5. The architecture of deep learning model [45] 

Fig. 6. The structure CNN [54] 

Fig. 7. RBM Structure [59] 
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Fig. 8. The autoencoder neural network [63] 

 
As mentioned above most popular DL methods, 
many other deep learning approaches exist in 
the field for various purposes. For example, the 
Self-Organizing Map (SOM) is a form of ANN 
that uses unsupervised learning to convert high-
dimensional data to a two-dimensional grid map, 
thereby achieving dimensionality reduction 
[65,66]. A Deep Belief Network (DBN) is a DNN 
unsupervised network similar to RBM or 
autoencoders. It is also a type of 
Backpropagation Neural Network (BPNN) [67]. A 
Generative Adversarial Network (GAN) is a form 
of DL network that can generate new data with 
properties similar to the original data input [68]. 
Additionally, GANs are commonly used in natural 
image synthesis, medical image processing, 
bioinformatics, data augmentation, video 
generation, and voice generation, among other 
applications. Additionally, it is beneficial in the 
field of IoT [69]. 
 

4. CLOUD SYSTEMS 
 
Cloud computing is a set of hardware and 
software technologies that work together to 
create a network for delivering on-demand 
services over the internet [70]. Traditionally, a 
user's computer's hardware and software are 
entirely enclosed within it, and you can access 
your data and programs exclusively from the 
user's computer. Rather than storing data and 
programs on a user's personal computer or 
server, cloud storage allows you to access them 
through software, databases, email, and file 
services. This means that users can access 
online services that are generally accessible from 
any computer with an internet connection, 
regardless of the user's location, as illustrated in 
Fig. 9 below [50,71,72,73]. Cloud computing is 

classified into two models: service models and 
deployment models; in the following subsection, 
we will discuss both [74]. 
 

4.1 Cloud Computing of Service Models 
 
The availability of cloud computing resources has 
facilitated the creation of customized cloud 
service models. Software as a Service (SaaS), 
Platform as a Service (PaaS), and Infrastructure 
as a Service (IaaS) are the three models (IaaS). 
The service models are depicted in Fig. 10, and 
a discussion follows [75,76]. 
 
Infrastructure as a Service (IaaS): The Cloud 
makes the data available to the customers [77]. 
The data are presented in a business- and user-
friendly format. The data and information 
distribution system is essentially a standardized 
method for efficiently representing and 
disseminating data and information [78]. IAS's 
primary objective is to present impressions 
derived from analyzed and processed data and 
information derived from experience or a credible 
source [79]. 
 
Platform as a Service (PaaS): In this model, 
Cloud providers users with development 
environment resources enable them to create 
and run their applications. Programming 
language environments, Operating systems, 
databases, and web servers are all examples of 
utilities [80]. 
 
Software as a Service (SaaS): The Cloud 
provides users with access to cloud-based 
developer applications in this model [81]. Cloud 
clients have access, and cloud users do not have 
to manage the infrastructure on which the 



application operates, removing the need for 
cloud users to install and run their computers 
[82]. These services are available on a demand 
basis. For a specified period, the user can 
 

 

 

 

 

 
Fig. 11. Type of cloud deployment models 
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application operates, removing the need for 
cloud users to install and run their computers 

. These services are available on a demand 
basis. For a specified period, the user can 

access these services as desired. These 
services are managed by service providers or 
companies such as Amazon, Google, and IBM 
[83]. 

Fig. 9. Cloud computing [50] 

Fig. 10. Service model [75] 

. 11. Type of cloud deployment models [85] 
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4.2 Cloud Deployment Models 
 
Cloud computing services are delivered via the 
internet. Cloud integrators can be critical in 
determining the optimal cloud direction for a 
particular company. As illustrated in Fig. 11, 
Public cloud, private Cloud, hybrid Cloud, and 
community cloud are the four most common 
cloud deployment models [84,85]. 
 
Public Cloud: are accessible to those interested 
in using infrastructures such as computing 
resources (Amazon Ec2), storage, and database 
services. The public Cloud employs a multi-
tenancy model, which enables users to scale 
resources as required [86]. It is a large 
enterprise. The following are some of the 
advantages of public clouds [87]: 
 

 Adaptability 

 Excellent scalability 

 Energy efficiency at a low cost 

 Reliability and quality 

 Geographical independence 
 
Private Cloud: is more costly than public Cloud, 
but it gives companies greater control over their 
security and privacy. Private Cloud offers the 
same advantages as public Cloud, but the cloud 
infrastructure is dedicated to a single 
tenant/organization. Many companies do not 
have access to infrastructure resources [88]. 
Private clouds can be handled on-premise or by 
a cloud service provider. The advantages of 
private cloud computing are as follows [89]: 
 

 Increased protection  

 Increased reliability  

 Increased control  

 Cost-effectiveness 
 
Community Cloud: deployment model is 
somewhat similar to a private cloud, but the key 
difference is that data is shared between 
organizations [89]. In a community cloud 
environment, organizations with similar 
backgrounds share infrastructure, resources, and 
data [90]. For instance, a country's government 
can have several entities within it, but they must 
share specific data [91]. 
 
A hybrid cloud is a cloud computing enterprise 
or environment that uses public, private, and 
community computing foundations. With a hybrid 
cloud, service provider companies can use third-
party cloud providers in various ways, increasing 
cloud computing's adaptability and versatility 

[92]. The following are some of the advantages 
of hybrid cloud architecture [93]: 
 

 Adaptability 

 Economic performance 

 Safety 

 Adaptability 
 

5. INTERNET OF THINGS AND SECURITY 
 
The Internet of Things (IoT) is a relatively new 
technology that has grown in popularity over the 
last few years [94]. The IoT is described as a 
network of physical objects, computers, cars, and 
buildings embedded with electronics, software, 
sensors, and network connectivity to collect and 
exchange data. IoT developed in a permanent 
universal link between people and things. The 
diverse range of IoT system applications is often 
classified into numerous categories [95], 
including smart home, smart city [96], health care 
and medical, transportation, home automation 
and building, agriculture, manufacturing, energy 
conservation, and environmental monitoring as 
military applications. The IoT enables people to 
thrive and function more efficiently and complete 
control over their lives [97,98].  
 
However, due to the limited resources available 
to IoT devices, high-complexity tasks, and vast 
data storage volumes are often managed by the 
resource-rich cloud model, significantly improving 
their performance. For example, IoT devices 
produce large volumes of data, putting a 
significant strain on the IoT. The Cloud can be 
used to process and store large amounts of data 
produced by IoT devices, thus increasing the 
overall efficiency of a cloud-based IoT 
environment [99]. Fig. 12 depicts the cloud-
based IoT architecture [100]. 
 

5.1 Architecture of Internet of Things 
 
There are several viewpoints on the Internet of 
Things architecture. However, several 
researchers have considered the IoT's three-
layer architecture. The Perception, Network, and 
Application layers are referred to like these three 
layers [101]. Each layer plays a unique role in the 
IoT system, as illustrated in Fig. 13 [102]. 
 
Perception Layer: is primarily responsible for 
data collection and transmission to the Network 
layer. Numerous sensors embedded in IoT 
devices can detect and record meaningful 
physical Temperature, humidity, light intensity, 
and sound are all examples of physical 



quantities. Before transmission, data may be 
preprocessed in the Perception layer. 
Additionally, the Perception layer can allow 
devices to collaborate through short
networks. The capture of nodes, Injection of 
Malicious Code, Injection of False Data, and 
Booting Attacks are all significant security threats 
that can occur at the perception layer.
 
Network Layer: is responsible for routing and 
transmitting the Perception Layer's data through 
the network layer. The data is transmitted 
through the Internet to other computers or IoT 
hubs. WiFi, Bluetooth, 3G/LTE, Zigbee, and Lora 
are only a few examples of commonly used 
network technologies. The most common 
security concerns at the network layer are 
 

 
Fig. 12.
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s. Before transmission, data may be 
preprocessed in the Perception layer. 
Additionally, the Perception layer can allow 
devices to collaborate through short-range 
networks. The capture of nodes, Injection of 
Malicious Code, Injection of False Data, and 

ing Attacks are all significant security threats 
that can occur at the perception layer. 

is responsible for routing and 
transmitting the Perception Layer's data through 
the network layer. The data is transmitted 

r computers or IoT 
hubs. WiFi, Bluetooth, 3G/LTE, Zigbee, and Lora 
are only a few examples of commonly used 
network technologies. The most common 
security concerns at the network layer are 

Phishing Site Attacks, Access Attacks, 
DDoS/DoS Attacks, Data Transit Attacks, and 
Routing Attacks. 
 
Application Layer: is the IoT framework's top 
layer, and it is responsible for achieving the final 
objective of supporting the world. Smart City, 
Smart Home, and Smart Factory are all 
examples of this layer. The Applicatio
collects data transmitted over the Network Layer 
and processes it to accomplish the ultimate 
purpose of delivering the IoT infrastructure's 
intended service. Data Theft, Access Control 
Attacks, Service Interruption Attacks, Injection of 
Malicious Code Attacks, Sniffing Attacks, and 
reprogram Attacks are the application layer 
encounters' primary security problems.

. 12. Cloud-based IoT context [100] 

Fig. 13. Layers in IoT system [102] 
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5.2 Security Aspects of IoT Devices 
 
Security and privacy are two critical aspects of 
commercializing IoT services and applications 
[103]. The modern Internet is a prime target for 
security threats ranging from simple hacks to 
well-coordinated corporate-level security 
breaches that have harmed various healthcare 
and industry industries. The limitations of IoT 
devices and the world in which they work create 
additional challenges for application and system 
protection. Until now, security and privacy 
concerns have focused on system design, 
network access, and the data collected by IoT 
devices [104]. 
 

5.3 Security Issues for IoT 
 
A variety of different groups created ioT, and as 
a result, it takes on a variety of different types 
and implementations. There is still no agreement 
on the exact meaning of the Internet of Things, 
and many individuals and organizations have 
their perspectives. Consequently, During the 
early stages of IoT development, no predefined 
security was available standards between 
various groups, which has caused considerable 
concern about security issues in recent years. 
IoT devices and sensors have the potential to 
capture and distribute private and confidential 
data that include personally identifiable 
information. As a consequence, it is critical to 
include security services that provide the CIA 
triad. Due to the many specific characteristics of 
IoT, delivering IoT security services is a difficult 
challenge. One explanation is that since many 
IoT platforms are unique, it is challenging to 
develop universal and homogeneous protection 
systems applied to various IoT platforms. The 
other explanation is that the size of IoT networks 
is so large that attempting to monitor the entire 
network of devices simultaneously can introduce 
many complications. The primary security 
objectives of the IoT will include the following 
[105,106,107]:  
 

 Confidentiality, Integrity, and Availability. 

 Authentication, authorization, and 
accounting. 

 Energy Efficiency. 

 Heterogeneity. 

 Network policy 
 

6. LITERATURE REVIEW 
 

Many pieces of research have analyzed the 
Deep Learning and Machine Learning Algorithms 

for Internet of Things Security, Wei. Y and et al. 
[108] A fingerprint indoor positioning system 
aided by the IoT and an SVM classifier has been 
suggested. The support vector classification 
technique is used in conjunction with kernel tricks 
to solve the multi-class classification problem in 
indoor fingerprint positioning. Three distinct 
kernel functions are examined and compared 
using data from an experiment conducted in a 
real-world indoor environment. The results 
indicate that a support vector classifier with a 
Gaussian RBF kernel function has the highest 
accuracy for positioning. 
 
Fatayer. T and Azara. M [109] Classification of 
IoT networks using SVM. This classification aims 
to distinguish malicious from regular traffic. The 
proposed approach classifies traffic into four 
distinct categories: periodic, event, query, and 
malicious. After identifying malicious traffic, it 
must be blocked immediately to prevent network 
congestion. 
 
Additionally, separate channels may be created 
to carry different types of traffic to minimize 
latency. The model is evaluated using a 
confusion matrix, a receiver operating 
characteristic curve, and a classification report. 
The Author used 1777 records to train the SVM 
model initially and archived training accuracy of 
78.51% and testing accuracy of 78.32%. Later, 
the number of records was increased to 14216, 
and the training accuracy was increased to 
79.08%, while the testing accuracy was 
increased to 72.57%. 
 
Jiahao. Y and et al. [110] To suggested a method 
for detecting faults in the GS-IoT system using a 
combination of SVM and BiLSTM by analyzing 
the OM and ES communication to emotional 
expression. The Author evaluated the data in 
real-time and identified the fault forms using a 
dynamic approach. To deal with the BiLSTM 
algorithm's complex and deep structure, to 
proposed first entered the data into an SVM to 
differentiate between normal and fault conditions, 
and then used the data in the BiLSTM to 
accurately locate the type of failure. The 
accuracy of the proposed fault detection system 
in this article is 99.12%, satisfying the gas 
station's criteria for fault detection accuracy. 
 
Sugi. S and Ratna. S [111] Suggested that the 
LSTM and KNN algorithms detect security and 
privacy concerns in IoT networks. The attack 
detection module's deep learning and machine 
learning algorithms are analyzed using a bot-IoT 
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dataset. The obtained results indicate that the 
recurrent neural network outperforms the kappa 
statistic values in terms of accuracy. In the IoT 
paradigm, LSTM is effective at detecting attacks.  
 
Dior and et al. [112] proposed a DL-based IDS 
for defending against DoS attacks on IoT 
networks. Based on the NSLKDD dataset, the 
proposed model is evaluated. The authors 
compared the proposed IDS to the more 
conventional shallow model approach. 
Additionally, the proposed IDS employs a 
centralized and distributed detection strategy. 
The comparison results indicate that the 
distributed attack detection system is more 
accurate than the centralized attack detection 
scheme. Similarly, the deep model produces 
superior accuracy, precision, recall, and F1 test 
compared to the shallow model. 
 
Spantidi. P and et al. [113] have introduced a 
solution for implementing a large-scale CNN on a 
heterogeneous IoT computing framework 
systematically. The Author has developed a 
framework that investigated the device's 
operating frequencies, prunes the system design, 
and selects the best computer configuration 
according to the system's objectives (low 
power/high performance). The proposed 
framework improves efficiency by an average of 
33.4% and up to 66.3% compared to the 
system's default governor and operation mode, 
thus reducing power consumption by an average 
of 42.8% and up to 61.5%. 
 
Su. J and et al. [114] To suggested a novel 
lightweight method for detecting DDoS malware 
in the Internet of Things (IoT) environments. The 
author extracted malware images (i.e., a one-
channel gray-scale image changed from a 
malware binary) and classified their families 
using a lightweight CNN algorithm with the 
original 500 malware samples dataset. The 
experimental results indicate that the proposed 
method can categorize goodware and DDoS 
malware with an accuracy of 94.0% and 
goodware and two prominent malware families 
with an accuracy of 81.8%. 
 
Doshi. R and et al. [115] The Author has, claimed 
there were almost 15 times as many attack 
packets as ordinary ones due to the flooding 
nature of the DoS attacks. As a result, a simple 
baseline prediction algorithm that assumes all 
packets are harmful will achieve a baseline 
accuracy of 0.93. It made use of machine 
learning at the packet stage. 

Shakeel. P and et al. [116] The Author has used, 
Deep-Q-Network (DQN) to analyze security 
issues in IoT health applications, including 
authentication, malware detection, and access 
control. The proposed approach authenticates 
the system first and then extracts traffic 
characteristics, channel impulse response, an 
indicator of received signal strength, channel 
state information, and received signal strength 
from the request to be stored in databases 
trained using defined DQN for detecting malware 
attacks in IoT health data transactions in 
networks. The evaluation result indicates that the 
error rate is 0.12%, and the accuracy rate is 
98.79%. 
 
Han. G and et al. [117] To suggested the k-
means cluster-based location privacy (KCLP) 
scheme for protecting location privacy in wireless 
sensor networks (WSNs) for the Internet of 
Things. A fake source and sink are used to cover 
the location of the natural source and sink. The 
author has used, k-means cluster, the routing 
path can be extended, thus increasing the safety 
time. Finally, the difference in routing patterns 
between the fake and actual packets will help 
minimize network latency. The results of the 
experiments indicate that the KCLP scheme 
outperforms the SLP and RBR schemes in terms 
of safety time and delay. 
 
Jang. S and Ahn. B [118] That used facial 
recognition and eye-blink recognition 
technologies. The proposed machine learning 
was used to predict drowsiness and develop 
drowsiness prediction. The Author utilized an 
Internet of Things (IoT) sensor (CO2) chip to 
determine additional drowsiness. Additionally, 
speech recognition technology can be used to 
perform Speech to Text (STT), enabling a driver 
to request music or make a call-in to prevent 
drowsiness while driving. 
 
Ahn. H and Park. N [119] To proposed a deep 
RNN-based short-term forecast for photovoltaic 
power. The proposed model takes advantage of 
the on-site IoT data and power data obtained in 
real-time to represent the effects of weather 
changes. To investigate various parameters of 
the proposed deep RNN-based forecast model 
and their interaction with weather parameters to 
develop an effective prediction model. The 
experimental results indicated that the 
forecasting accuracy for 5 and 15 minutes ahead 
of PV power generation using three RNN layers 
with 12-time steps was 98.0% and 96.6%, 
respectively, based on the normalized root mean 
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square error. Their R2-values were 0.988 and 
0.949, respectively. Their accuracies were 94.8% 
and 92.9 percent, respectively, in experiments 
conducted one and three hours ahead of 
forecasts for photovoltaic power generation. 
 

Additionally, their R2-scores were 0.963 and 
0.927, respectively. The experiments 
demonstrated that the proposed deep RNN-
based short-term forecast algorithm improved 
prediction accuracy. In the same work, [120] 
proposes a multi-layer RNN algorithm for 
forecasting photovoltaic (PV) power collected via 
on-site IoT (Internet of Things) sensors in the 
short term. The experimental results indicated 
that short-term PV power prediction accuracy 
using three RNN layers with 12-time steps was 
98.02% and 96.58%, respectively, based on the 
normalized root mean square error. These 
experiments established that the proposed short-
term prediction algorithm, which is based on a 
multi-layer RNN model, can respond to short-
term PV fluctuation. 
 

T. J. Sheng et al. [121] The authors 
demonstrated an intelligent waste management 
system that incorporates integrated sensors, the 
LoRa communication protocol for transmitting 
data to the server, and a TensorFlow 
implementation for training deep learning model 
capable of real-time object detection and 
classification. Similarly, In [122], The author 
proposed a System of smart bins focused on 
deep learning and image processing and the 
Internet of Things. This approach uses a CNN to 
classify and separate waste into various 
categories, including metal, glass, paper, and 
plastic. To train the network, 400 to 500 images 
containing the four distinct groups are used. 
TensorFlow and Keras are used to implement 
the CNN. Eight layers comprise the network. For 
each class, the train/validation split is 350-
400/50-100, for a total of 50 epochs. The system, 
which utilizes image processing on the 
Raspberry Pi microcontroller, is capable of 
identifying and classifying waste with an 
accuracy of approximately 84%. 
 

Vu. L and Nguyen. Q [123] The authors 
proposed a new ensemble model for learning the 
latent representation in IoT anomaly detection 
that combines Tanh and Rectified Linear Unit 
(Relu) functions in AEs. The proposed model is 
called Latent Representation Ensemble (ELR). 
Additionally, the author analyzed the properties 
of three common AFs, Sigmoid, Tanh, and Relu, 
to determine why Tanh and Relu are better 
suited for learning characteristics of IoT anomaly 

data than Sigmoid. The demonstrator conducted 
extensive simulations on IoT botnet datasets 
using four traditional classifiers: SVM, PCT, NCT, 
LR. The results of the experiments have shown 
that our proposed model significantly improves 
the precision of IoT anomaly detection by 19,9% 
relative to the originals with a curve region. 

 
Bao. J and et al. [124] The Author presented a 
hybrid supervised and unsupervised learning 
approach for secondary classification of unseen 
system types in this article. Our technology 
combines a deep neural network with clustering 
to permit both the classification of visible and 
invisible devices. It uses automatic encoding 
technology to minimize dataset dimension, thus 
providing a good balance between overview and 
accuracy of classification. 

 
Mohapatra. S and et al. [125] The authors 
proposed a new technique for predicting soil type 
and providing accurate information to farmers 
through audio for improvised cultivation. It 
collects various soil parameters such as 
temperature, moisture, and nitrogen, 
phosphorous, and potassium (NPK) values 
present in the soil using multiple sensors and 
uses RF Classifier, SVM, and Linear Regression 
Algorithms to predict the soil type. After 
comparing all of the ML algorithms listed 
previously, it is determined that RF Classifier 
provides the best soil type prediction with the 
lowest Root Mean Square Error (RMSE) value. 
The predicted soil type information, provided in 
text format, is converted to an audio format easily 
understood by farmers using the AWS technique. 

 
Panda. S and Panda. G [126] The author 
presented a machine learning-based 
classification solution to the network nodes. The 
proposed method aims to provide an intelligent 
multimedia traffic classification scheme for IoT 
applications involving consumer recognition in 
healthcare. To present a performance 
comparison of three machine learning-based 
classification methods: DT, NB, and RF. The 
Parkinson's disease-related voice data set is 
collected by digital home virtual assistants and 
transmitted via a complex global network 
infrastructure (IoT) to track patients at network 
nodes. 
 
Fan. C and et al. [127] described a solution to 
excessive data and undue Pressure of cloud 
computing IoT by using cloud-based 
collaborative architecture. This approach 
synchronizes the raw data obtained at  the   edge 
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Table 1. A summary of IoT-related machine learning and deep learning algorithms 
 
Ref Years Datasets Algorithms Attacks Proposed 

Applications 
Results / 
Accuracy 

[108] 2020 3.5 lakh 
dataset 

ANN DoS  
Malicious 
Control 
Malicious 
Operation 
Probing  
Spying  
Scan 
Wrong Setup  

To anomaly 
detection for 
IoT Network 

The data is split 
into two groups, 
training, and 
test. An ANN 
achieves 99.4% 
accuracy for the 
first case, while 
the second case 
achieves 
99.99% 
accuracy. 

[109] 2020 41 Features Deep 
Learning 
Algorithms  

breakthroughs 
in domains, 
object and 
voice 
recognition 

Intrusion 
detection 
systems 

Accuracy = 99% 

[110] 2020 Temperature 
Humidity 
Soil moisture  

DT No IoT based 
Smart 
Agriculture 

As a result, 
through the DT 
algorithm, an 
email alert is 
sent to farmers, 
assisting them 
in making 
informed 
decisions 
regarding water 
supply in 
advance. 

[111] 2020 
 

Generation 
dataset 

RNN Malicious A novel 
approach to 
detect IoT 
malware 

Increased 
accuracy has 
been reached 
for the smallest 
possible number 
of epochs. 

[112] 2020 TAO 
Stock 
HPC 

KNN No KNN-Based 
Approximate 
Outlier 
Detection 

The results 
verify the 
efficiency and 
accuracy of 
GAAOD 

[113] 2020 NSL KDD SVM DoS 
Data leakage 

Framework 
Machine 
Learning 
Security for 
IoT Systems 

The detection 
accuracy of 
anomalies 
achieved 
99.71% 

[114] 2020 CIDDS-001 
UNSWNB15 
NSL-KDD 

RF 
CART 
MLP 
AB 
GBM 
XGB 
ETC 

DoS Intrusion 
detection 
systems 

Classification 
and regression 
trees, along with 
extreme 
gradient 
boosting 
classifiers, yield 
the best 
combination of 
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Ref Years Datasets Algorithms Attacks Proposed 
Applications 

Results / 
Accuracy 
prominent 
metrics and 
response time, 
making them 
both ideal for 
creating IoT-
specific 
anomaly-based 
IDS. 

[115] 2020 NSL 
NB15 
BoT-IoT 
BoTNeTIoT 

PCA 
RF 
filter-based 
dimensionality 
reduction 

No Dimensionality 
Reduction in 
IoT IDS 

PCA results in 
the greatest size 
reduction. 

[116] 2020 Real-world 
IoT dataset 

SAE Man in the 
Middle 
Recon 
DoS 
Botnet 
Malware 

Novel ERID 
scheme 

With an overall 
accuracy rate of 
83.3 percent, 
the findings 
indicated that 
ERID has a 
wide range of 
application 
possibilities. 

[117] 2020 IoT botnet 
dataset 

Gaussian NB 
LDA 
LR 
DT 
RF 

Normal 
DoS 
Scan 

New botnet 
dataset for ID 
in IoT 
networks 

The author has 
chosen the five 
most excellent 
classifiers 
based on 
accuracy, 
precision, recall, 
and F scores for 
binary, 
category, and 
subcategory 
classes. 

[118] 2020 IoT Network 
Intrusion 
Dataset 

LR 
SVM 
KNN 
RF 
XGBOOST 

Malicious 
cyberattacks 

Develop an 
anomaly-
based IDS 

99.9% -100.0% 
accuracy while 
maintaining a 
high level of 
performance 

[119] 2019 MNIST CNN No Smart parking 
based on IOT 

The accuracy = 
98.5%  

[120] 2019 KDD CUP 
99 

ANN 
MLP 
RBF 

DoS 
U2R 
 R2L 
Probing  

To Detecting 
IoT attacks 
using ANN 
Classification 
Algorithms 

MLP achieves 
the best 
accuracy 
(99.86%). 

[121] 2019 ATM CNN No Face 
Occlusion 
Recognition 

The occlusions 
in faces 
accuracy 
98.89% and 
occlusion 
verification 
accuracy 
97.25%  
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Ref Years Datasets Algorithms Attacks Proposed 
Applications 

Results / 
Accuracy 

[122] 2019 1241 Rows DT 
KNN 

No To improve 
the existing 
crowd 
management 
controlling 
system in hajj 
by using an E-
wrist belt. 

The KNN 
algorithm 
provided better 
accuracy in the 
result than the 
Decision tree 
algorithm. 

[123] 2019 Real traffic 
data 

SVM Blackhole 
Sinkhole 
Selective 
forward  

Anomaly 
detection 
model to 
detect 
abnormalities 
within the IoT 

Accuracy=100% 
for known 
topology 
Accuracy=81% 
for unknown 
topology 

[124] 2019 Synthetic 
data from 
the virtual 
environment 

LR 
DT 
SVM  
ANN  
RF 

DoS Data 
Type  
Spying Wrong 
Setup 
Malicious 
Operation 
Scan 
Malicious 
Control 
Probing  

To predict 
attacks and 
anomalies on 
the IoT 
systems 

LR=98.3%  
DT=99.4%  
SVM=98.2% 
ANN=99.4%  
RF=99.4% 

[125] 2019 UNSW-NB 
15 

RF Cyberattacks Anomaly 
Detection loT 
(AD-IoT) 
system 

99.34% 

[126] 2019 MNIST CNN NO Smart parking 
based on IoT 

98% accuracy 
for license plate 
detection 

[127] 2019 KDDCUP DBN GA DoS R2L 
Probe U2R 

A Novel ID 
Method for 
IoT. 

99% 

 

layer, utilizes the random forest algorithm to 
classify, process, and feed the results back to the 
system. Simultaneously, the data is uploaded to 
the Cloud through the edge layer, organized, and 
stored using the LSTM-FCN data classification 
model. The LSTM-FCN algorithm described in 
this article is significantly more accurate than the 
other two algorithms, with an average accuracy 
of approximately 94%. 
 

7. COMPARISON AND DISCUSSION 
 

Our work examines many academic IoT studies 
based on ML and DL, as illustrated in Table 1. In 
this paper, we reviewed most of the ML and DL 
algorithms for IoT security. At the current,                     
the field of IoT and its significance are 
penetrating every door. Additionally, the                  
security of IoT has garnered interest from a 
variety of network and device researchers. To 
implement ML algorithms effectively in IoT 

systems, appropriate data sets are needed, 
which are frequently difficult to collect depending 
on the system's ability to recognize threats and 
take necessary actions. Furthermore, for 
cryptanalysis by attackers, ML and DL methods 
have been considered a possible challenge to 
the IoT scheme. While cryptography is generally 
difficult to break, advanced ML algorithms such 
as SVM and RF are used to break down a robust 
cryptographic framework. We first discuss some 
issues related to the performance and security 
tradeoff observed from the experimental results. 

 
In this review, we realize that most of them are 
having good accuracy. However, some research 
has higher accuracy through the literature in 
Table (1) ML and DL technique with variance 
datasets. Some previous works proposed that 
the data is split into two parts, training and 
testing. In the first case, an ANN algorithm 
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achieves 99.4% accuracy, while the second case 
achieves 99.99% accuracy, which realized the 
excellent result. Other works proposed uses the 
learning anomaly detection model of the Support 
Vector Machine (SVM) to detect anomalies on 
the Internet of Things. When tested with 
anonymous information from the same topology 
as qualified networks and 81% with an unknown 
topology, the model achieves up to 100% 
accuracy. On the other hand, the author research 
offered a thorough overview of unsupervised 
algorithms for DL. 99% detection accuracy is 
shown in the simulation studies, also show us the 
deep learning algorithm has enough capacity to 
extract powerful result with the internet of things 
security. As well as another research proposed 
an intelligent parking model to reduce the 
wastage of time using the internet of thing and 
google Cloud through an Android application and 
also utilized one of the Deep Learning algorithms 
(CNN) for the user verification process and 
navigated, in there results from they are got 98% 
accuracy and wastage of time by 50% the result 
show as the better performance the traditional 
methods. While, other authors proposed a novel 
ML-based security architecture that automatically 
addresses the growing security concerns 
associated with the IoT. In Addition, some 
researchers addressed several ML models to 
predict IoT systems attacks and abnormalities 
reliably. The Logistic Regression (LR), Support 
Vector Machine (SVM), Decision Tree (DT), 
Random Forest (RF), and Artificial Neural 
Network (ANN) algorithms were used in this work 
(ANN). The method achieved a test accuracy of 
99.4 percent for Decision Tree, Random Forest, 
and ANN. While both methods are accurate, 
other metrics demonstrate that Random Forest 
performs significantly better. However, some 
previous works proposed model is an intelligent 
irrigation system that uses ML algorithms to 
predict crop water requirements. The three most 
important parameters for determining the water 
quantity needed in any agricultural area are 
moisture, temperature, and moisture. This 
researcher employed a machine-efficient 
learning algorithm applied to data sensed from 
the field to predict performance effectively. As we 
show in this review, the ML and DL algorithms 
got an excellent result with the field of internet of 
things security but still lack of study to increase 
the accuracy. 
 

8. CONCLUSION 
 

While we have focused on time in this systematic 
literature review, the relative number of research 

publications has shown that it is a hot field of 
research. This research area combines many 
increasingly increasing areas, including the 
Internet of Things, machine learning, deep 
learning with the dataset. The IoT will transform 
the future and put global issues into our hands. 
We expect that this field of research will remain 
intensely concentrated for many years. Vertically 
and horizontally, the evolution and growth of IoT 
devices and use will continue. At a similar rate, 
attacks will continue to increase on such 
networks and computers. As future work, it can 
be suggested to depend on autonomous and 
real-time detection of such attacks. A large scale 
of intelligence will be mandatory. Also, it is 
recommended to merge the developed ML 
algorithms with the sixth generation of IoT to 
provide enhance systems in this field. 
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